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ABSTRACT

There are several organizations observing satellites for geodetic
purposes. Satellites have provided an object at a finite distance which can be
used to establish the spatial relationship between several ground stations. This
relationship may be extended over much greater distances and is free of many
limitations and errors inherent in the classical terrestrial methods of triangu-
lation. Tt does present new problems of its own however.

This report describes several methods of determining accurate satellite
positions optically. Specifically, it deals with passive satellites recorded against
the stellar background on the photographic plate of a metric camera. The trail
of a passive satellite consisting of several hundred images on a photographic
plate may be utilized for geodetic purposes in several ways:

(1) All image coordinates may be fitted to a single polynomial with the
time as argument and all the information on the plate is aggregated into a
single highly precise fictitious satellite direction. This is the a,pproAach of the
USCGS using the Wild BC~-4 camera plates.

(2) The image coordinates may be divided into 3 -4 groups and a separate
polynomial is fitted to each group. The information on the plate thus is aggregated
into 3 -5 fictitious satellite directions each somewhat less precise than the one in »
(1). The advantage of this method is that it is possible to deduce 3 -5 simultaneous
observations even from single plates which may yield a solution for the directions
between the stations involved. Method #(1) does not provide a solution from
single plates. If this method is used, it may be possible to reduce the time which
" must be spent at each of the observation stations.

(3) Each or selected (e.g., every twentieth) images may be reduced
individually and used in the geodetic solution. In this case there will be as many
simultaneous observations deduced from each pair of plates as many images were
selected. The advantage of this method is the inexpensive plate reduction. It is

“estimated that to reduce one image costs about $15; thus for the maximum of
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15-20 images per platé thé cost would be $225 - 300, which figure is much
less than the amount required to reduce a plate with Method #(1).

(4) The right ascension and declination of each image (this is the form
in which for example the BC-~4 data is deposited in the Data Center) may be ‘
used directly in the short-arc mode.

The paper deals with the results obtained in the four modes mentioned

above. The accuracy aspects of the four solutions are investigated.
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1., INTRODUCTION

The purpose of this study was to determine the optimum method of
utilizing the observational data from a ballistic camera. The camera studied
was the BC-4 used by the Environmental Sciences Services Administration
(ESSA).

Two aspects of the subject were studied and are discussed here. The
first was how a single or several individual satellite images can be obtained.

The second was a data compression process in which the information contained
in several satellite images could be condensed into a single, more accurate
image. ‘

No entirely new procedures have been developed; neither were any agency
procedures copied in total. Those now in use in the United States provided a
basis for the investigation. No attempt was made to support the methods of any
agency; some criticisms of specific agency procedures and results have been
encountered during background research. As these criticisms would apply equally
to this study, they have been discussed in the particular section of the report
to which they apply.

The ballistic camera and passive satelilite combihation offer a convenient
area of investigation. Up to 600 satellite images and 150 stars appear on each
plate, and the plates are rigorously measured and reduced by ESSA.

The BC-4 camera consists of a modified Wild RC-5 aerial camera mounted
on a T-4 theodolite base. Originally an Astrotar lens was used, but recently it
has been replaced by a lens of longer focal length (300 mm vs. 450 mm). This
new lens was designed especially for satellite photography. The camera is equipped

with rotating and capping shutters to control the rate and length of exposure. The



rotating shutters are indirectly controlled by a quartz ¢rystal oscillafor and are
used to chop the satellite image trail into precisely time correlated segments.
The capping shutter is used to chop star trails before and after satellite passage;
the star images provide the necessary control to determine the orientation of
the camera during the satellite pass.

The final product of the BC-4, or any other camera used similarly, is a
photographic plate or film from which a satellite direction may be obtained. In
this study, a satellite direction is defined as any convenient set of coordinates
which determines a direction in space to the satellite. Normally these are the
equatorial coordinates—right ascension and declination. In the case of the ESSA
data, a satellife direction is expressed in terms of x and y plate coordinates
which, together with the camera orientation parameters, define a spatial direction.

In any case, the resulting satellite direction can be used to precisely locate
the camera station. First considered is the purely geometric approach, the for-
mulation of which is attributed to VAisdld. Briefly stated, this theory postulates
that an elevated target (the satellite) and two ground stations instantaneously
determine a plane. Two satellite positions and the two ground stations determ‘ine
two planes which intersect in a line common to the two stations. Extending this
reasoning, the intersection of sufficient planes (five for a unique solution) deter-
mines a spatial_ly oriented triangle. Inherent to this method is the requirement
for simultaneous observation of the satellite from two or more ground stations.

In practice, certain restrictions must be imposed on the satellite's position
at the time of observation. To simplify the refraction problem, it is generally
agreed that the zenith distance of the satellite should not exceed approximately
60°. To provide geometric strength to the solution, the distance to the satellite
should be approximately equal to the distance between the observing stations; and
the two planes forming the triangle sides should intersect in an angle of nearly
60°.

Scale can be introduced into the spatial triangle by measuring the range to

the satellite or by measuring the distance between two of the observing stations.



The simplest alternative to the geometric approach is the "short-arc
method.! This approach has advantages and disadvantages when compared to
the purely geometric. One advantage is that simultaneous or very hearly simul-~-
taneous observations are not required. This, in turn, allows a less demanding
observing program. A disadvantage is that the solution for the station coordinates
necessarily involves the potential field of the earth,

The short-arc method implies a series of observations made along the
satellite's orbital arc. This arc is instantaneously defined by six orbital elements.
These elements are continuously changing. They are a function of air drag, solar
radiation pressure, and most importantly, the gravitational field through which the
satellite is traveling. Brown states [ Brown, 1967, p.4] that when using arcs of
one-third of lan orbit or less and reasonably precise coefficients of the geopotential,
errors in the final station coordinates due to errors in the coefficients are
negligible.

A detailed description of the short-arc theory and practice may be found
 in [Brown, 1967]. The geometric theory as it is employed ‘.by ESSA is described
in [Schmid, 1965b] .

1.1 Background

There are four agencies in the United States photographing satellites and
reducing the resulting plates or film. These agencies are all c;)ntributors to
the National Geodetic Satellite Program (NGSP). The three agencies in addition
to ESSA are the Goddard Space Flight Center of the National Aeronautics and
Space Administration (GSFC, NASA), the Aeronautical Chart and Information
Center of the United States Air Force (ACIC) and the Smithsonian Astrophysical
Observatory (SAO). The NGSP will provide large amounts of observational data
and portions of this report are directly applicable to it.

Each agency has developed equipment and procedures particularly suited
for its own objectives. Only recently have there been attempts to use data from
several agencies in a single station adjustment; such a program is now in progress

here at The Ohio State University (OSU). Consequently, there has been considerable



effort to examine the various agency procedures and to document thé differences’
which exist. Capt. Frank D. Hotter developed procedures to rigorously reduce the
four agencies' observational data to a common reference system [ Hotter, 1967,
p.141]. Capt. Daniel H. Hornbarger further compared the agencies' plate reduc-
tion procedures [ Hornbarger, 19687 and found that all now give similar results.

Photographic plate reduction can be divided generally into two categories,
photogrammetric and astrometric. The photogrammetric technique attempts to
identify and model all sources of systematic error. The parameters of the
mathematical model are recovered simultaneously with the camera orientation
and satellite directions during the final plate reduction. ESSA is the only agency
doing a photogrammetric reduction as defined here.

A great deal of effort is expended by ESSA to insure accuracy in timing and
plate measurement. A very large amount of observational data is used to orient
and to calibrate the taking camera. The camera calibration is performed with
every plate using a photogrammetric model of up to 22 parameters (18 normally
as ESSA employs the Garfinkel refraction model with four coefficients which are
not treated as unknowns in the data available to this author). After this extensive
measuring and plate reduction, all satellite images are reduced to a single obser-
vation through a curve fitting process. The ultimate accuracy is represented by
" a standard deviation of between 0''3 and 0"4 for the determination of an individual
direction to a fictitious satellite image near the plate center [Schmid, 1965b, p.197.
This estimate is based on approximately 150 star and 600 satellite images.

In contrast to the photogrammetric is the astrometric plate reduction. This
method was developed in the late nineteenth century by astronomers interested in
stellar positions and proper motions. It is normally used with cameras of long
focal length and small field of view and is generally considered the simpler method
of the two.

The astrometric model may assume several different mathematical formu-
lations [Hornbarger, 1968, pp.40, 68, 76; Brown, 1964, p.88; Hallert, 1960, p.15].

Most importantly though, no attempt is made to give a physical interpretation to



the parameters of the inéthematical model. When using this method. and cameras
with a wide field of view, the measured plate coordinates would normally be
corrected for known, or predetermined, systematic errors. The parameters of
the model (plate constants) would then be expected to absorb the unknown distor-
tions that remain.

In either plate reduction technique, object and image spaces are related
through central projection theory. This implies a two-step procedure. First, a
plane is constructed tangent to the celestial sphere, the point of tangency being
nominally the point of intersection of the camera's optical axis and the celestial
sphere. The star and satellite images are projected inathemaﬁcally to this plane.

-The second step is to define the projective relationship between the coordinate
systems of the photographic plate and the tangent plane.

It is assumed that the reader is acquainted with both the photogrammetric
and the astrometric methods of plate reduction. For those interested in detailed
‘discussions of these subjects: for the photogrammetric method see [Schmid, 19597
or [ Brown, 1964]; for the astrometrie method see [Smart, 19627]. Chapter 3 of
[Hotter, 1967] gives a summary of both methods.

This author did not attempt any photogrammetric plate reductions. The ESSA
results were used in the sections of this report concerned with the subject. Fur-
thermore, they were used as the accuracy standard for the astrometric reductions.

The astrometric portions of this study are based generally on the conclusions -
of Hornbarger's report [ Hornbarger, 1968, p.89]. The following are of particular
interest to this study:

(1) The astrometric technique cannot be used to reduce an entire photographic

plate from a camera with a field of view comparable to the BC-4. This
is certainly not a new finding. However, Hornbarger graphically demon-
strated this fact for the BC-4.

(2) If the measured plate coordinates are corrected for refraction and lens

distortions (radial and tangential), the projective equations produce quite

satisfactory results.



3)x xjefraction corrections are applied to the updated stellar images
(Garfinkel model with four coefficients), the astrometric technique can

give satisfactory results for a small area around the plate center.

1.2 Available Data

The entire study was made possible by ESSA who supplied three plates
from their BC-4 cameras along with punched card and output listings from their
various plate measurement and reduction programs. The three plates constituted
a simultaneous observation of the passive satellite Echo Il made on November 30,
1965 (see Figs. 1.1, 1.2, 1.3).

The data was supplied to Dr. Ivan Mueller of The Ohio State University
Department of Geodetic Science by ESSA in September, 1967. The simultaneous
observation (an event) was recorded by cameras equipped with the 300 mm lenses.
The Stationé participating in this event were:

Lynn Lake, Manitoba, Canada plate 2559

Frobisher Bay, NWT, Canada plate 6132

Cambridge Bay, NWT, Canada plate 5205
Accompanying the plates were the output of the various ESSA plate measurement
and reduction programs in the form of punched cards and output listings. Included
in the data and of interest to this report are: '

(1) Updated star positions of all stars on the plate that were measured and
identified. These were apparent positions, i.e., updated for precession,
nutation, proper motion and annual aberration. .

(2) Measured plate coordinates of all stars appearing on the plates and the
sidereal times of their observation.

(3) Measured plate coordinates for the satellite images, the sidereal times
of observation and an approximate range to the satellite at the time of
observation.

(4) "Adjusted" plate coordinates of the satellites. These adjusted coordinates

were corrected for:
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. (@) nonorthogonality of the comparator axis (the comparator used to
measure the star and satellite images)
(b) radial and tangential lens distortions
(c) atmospheric refraction (astronomic less parallactic)
(d) phase angle
A detailed description of these corrections can be found in [ Hotter, 1967].
(5) Right ascensions, declinations, azimuths and altitudes of each adjusted
satellite image.
(6) Station data which included:
(a) latitude and longitude
(b) atmospheric information
(c) station clock corrections
(8) The single camera orientation program. This output listed, in addition to
the elements of interior and exterior orientation, the parameters required
to apply the corrections listed in (5) above. See [Hotter, 1967, p.117 or
USCGS Technical Bulletin No, 24, p.13] for a description of this program.

The methods employed by ESSA are well described in Technical Bulletin No. 24
of the USCGS, 1965; and the reader is referred to this publication for a general
description of how the data is obtained and reduced.

Also available was a computer tape supplied by the National Space Science
Data Center. This tape contained the observational data in the form of sétellite
right ascensions and declinations from 270 BC-4 plates. It was supplied to the
Data Center by ESSA,

The IBM 7094 computer at OSU was used extensively in all mathematical
computations.

The Omnitab Computer Program of the National Bureau of Standards (Uni-
versity of Maryland version) was available and used in the curve fitting and statistical
analysis of the data as well as in some plotting. The OSU IBM 1620 was also used
in the data plotting.

The adjustment program developed by Hornbarger [ Hornbarger, 19687 was

10



modified and used extensively in the astrometric plate reduction portions of this
study. In addition, several subroutines written by him were copied in total or
modified and included in programs written by this author.

The programs written by this author were in the Scatran language in use
at OSU.
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2. A SINGLE ASTROMETRIC SATELLITE DIRECTION

No agency in the United States is today obtaining final satellite directions
with this method. It is of interest to this study because of its expected accuracies
and limitations. It also provides a standard of comparison for the more rigorous
alternatives and a convenient area to investigate the systematic and random errors
associated with metric cameras.

The only agency doing an astrometric reduction is the Smithsonian Astro-
physical Observatory. No direct comparison can be made between their results
and those of this author because of dissimilar equipment and reduction methods.
However, a brief discussion of the SAO procedure serves as an introduction to the
subject.

In the past, the SAO has used the Baker-Nunn camera although they have a
new camera under development. The Baker-Nunn is a modification of the Super-
Schmidt f/1 telescope so mounted that it can track along any great circle. The
focal length is 500 mm, the field of view is 5° x 30°, and film is used against a
spherical platen to record the stellar and satellite images [Mueller, 1964, p.245].
For precise geodetic observations, the camera is normally employed in the station-
ary mode [ Lambeck, 1967, p. 90].

The important difference in the reduction method is the astrometric model
used. The SAO uses the Turner's method [Hotter, 1967, p.1037], which is of the

form

il

€
n

Ax + By + C

Dx + Ey + F

where A, B, C, D, E, and F are adjustable plate constants.” The Turner equations
are applied to a relatively small area around the satellite image.

In this study, the model used was

AL+ By + C
at + b+ 1

X = ’

12




_ DE+En+F
Y " ron+ 1

The additional plate constants, a and b, should accommodate nonparallelism of the
tangent plane and photographic plate. |

It should be pointed out that in an undistorted central projection, a and b
are not independent of the original six plate constants. Therefore they should be

constrained by the two additional equations [Brown, 1964, p. 887

AB+ DE +ab =0 ,
A+DP+2P-B-EB-p =0 .

These constraints were not included in the adjustment program available, In an
attempt to determine the extent to which these conditions were satisfied, numerical
values were computed from the expressions above. The final plate constants from
several different sets of data were used. The departures from zero were random
and normally very small. They could have been accommodated by slight changes
in the plate constants,

Tt was not clear whether these constraints were applicable in all cases where
the adjustment program was used. In the outer areas of the plate, the projection
was obviously not undistorted. The constraints were not included. It appeared
that if errors were actually introduced by their exclusion, they would not be signifi-

cant.
2.1 Accuracy Estimates and Error Sources

In data submitted to the Geodetic Satellite Data Center, the SAO estimates
an accuracy of a single direction to be 4'"; this is probably a conservative estimate.
Recent results support accuracies of 2''0 to 2''5 [ Lambeck, 1967, p. 96]. It is
expected that BC-4 data would yield similar results.

The major sources of error in the computed satellite directions could be
timing, plate measuring, image motion (shimmer), uncompensated lens distortions,
and the star catalog. Among the other error sources usually considered less

important are emulsion shifts and irregularities, plate flatness, phase angle correc-
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tions and rapidly varying or differing magnitudes of stellar and satellite images,
The following paragraphs will briefly describe the major error sources, their
effect on an astrometric reduction and their expected magnitudes in relation to the
BC-4 plates. In paragraph 2.16, an accuracy estimate for a single satellite
direction is given.

Before proceeding further, it was necessary to establish a reference to which
the results of the astrometric reductions can be compared. Genefally, ESSA's
photogrammetric results accompanying the data were used as a standard.

There was no reason to question any of the ESSA material. For thoroughness
and in the course of normal experimentation, Hornbarger verified the ESSA star
updating program using Department of Geodetic Science programs. ESSA and this
author obtained nearly identical equatorial coordinates from measured or adjusted
plate coordinates and the orientation parameters. Other quantities, such as refrac-
tion and phase angle corrections agreed very closely in all cases. This led to the
conciusion that the final values obtained from the two plate reduction techniques
could be compared directly. No systematic differences were introduced by the
computational methods or mathematical formulations used in the various data

reduction steps.

2.11 Timing Errors

The data acquisition procédures used by ESSA attempt the ultimate in timing
accuracy. The value claimed for the star images is 3 to 4ms referenced to
Universal Time (UT); for the satellite images, a maximum error of 100us is ex~
pected. The 4ms for the star recordings would result in a maximum directional
error of 006, a 100us error in timing for the satellite would correspond to a
directional error of 0'1 or less even for relatively low orbital altitudes (Schmid,
1965b, p. 20].

"The problem of satellite timing is critical when using passive satellites in
the geometric method with its requirement for simultaneous observations. Active
satellites (flashing beacon) obviate this requirement. A widely quoted figure for

timing accuracy in the observation of satellites for geodetic purposes is Markowitz's
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value of 1 ms [ Markowitz, 1963, p. 217]. The BC-4 timing data easily meets

this standard.

2.12 Plate Measurement

Plate measurement imposes a very real barrier to the attainable accuracies
associated with photographic plates, Schmid's experimentation at ESSA indicates
a precision of 1.8um for asingle coordinate measurement [Schmid, 1965b, p.19].
This would indicate that the repeatability of a single measurement is not better
than 12 (arc) for the 300 mm camera. For the Baker-Nunn photographs at the
Smithsonian, the comparable figures are 2.5um and 11 [ Lambeck, 1967, p.76].
For the later model BC~4 camera with 450 mm focal length, the plate measurement
error estimate would be reduced to about 0"8. In addition to these "pointing"
errors, there may be additional systematic errors introduced by the comparator
[Brown, 1967, p. 221.

The obvious way to decrease the effect of the random errors is to increase
the number of pointings on each image. To reduce operatof and image bias the
plate may be measured twice, a rotation of 180° being made between each set of
measurements,

ESSA does measure the plates in a direct and rotated position; apparently
only one pointing is made on each image in each position' however. Redundancy
of measurement is obtained indirectly because each star trail is chopped into
five segments, each of which is measured and then reduced to a single image. Inthe
ESSA reduction method where all satellite images are compressed into one, the large
number of images measured should minimize the effect of their random pointing errors.

In contrast to ESSA, this author normally used just one image from each
star trail. A limited sample was obtained using all five star images reduced to
a single set of coordinate measurements which corresponded to the time of the
central image.

In this chapter where only a single set of star and satellite coordinates were

used, the maximum effect of plate measurement error can be expected.
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2.13 Lens Distortions , -

As has been mentioned previously, Hornbarger found that '"a confined area
no greater than 3cm (6°)' in radius from the plate center can be reduced with good
results'" [Hornbarger, 1968, p. 89]. This was true for the three BC-4 plates
available; more camera and lens combinations would have to be investigated
before this statement could be generalized.

For this part of the study his recommendations were followed. A circle of
approximately 6° radius was drawn around the center, and the remainder of the
plate was not reduced (Figs 2.1, 2.2, 2.3). It was assumed that the lens distortions
occurring in this reduced plate area would be adequately accommodated by the

astrometric reduction.

2.14 Star Catalog
ESSA uses the Smithsonian Astrophysical Observatory Star Catalog [SAO, 1966

which is referenced to the FK-4 catalog system. Estimates of positional standard
deviations are given in the SAO catalog. ESSA has used these estimates to select
stars with a positional accuracy of better than 0''4 to use in plate reduction [ Schmid,
1966, p. 9]. Only these "good" stars are used in the BC-4 data.

In addition to the random errors, there may be unknown systematic errors
in the FK-4 system and further systematic errors introduced when the SAO ’
catalog was compiled from its constituent catalogs. Lambeck estimates 0-'.'3 to
be a reasonable figure for these errors [ Lambeck, 1967, p. 80].

An astrometric reduction done within a small plate area, and consequently,
with a small number of stars, is particularly susceptiblé to either random or

systematic errors of the catalog.

2.15 Image Motions
The magnitude of image motion, or shimmer as it is often termed, is the

subject of some controversy. Turbulence in the atmosphere produces random
changes in its refractivity; this, in turn, causes a light ray to continuously
deviate from its expected path.

Lambeck gives a review of the literature and experimentation regarding the
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sﬁbject [.Lambeck,, 1967, Chapter 1.2]. His findings are briefly summarized
here:
(1) Image motion is irregular—both amplitude and period vary.
(2) The motion may be categorized generally into long period (one minute)
and short period (less than one second) phenomena.
(3) The long period motion is associated with amplitudes of about 0'5

while short period fluctuations reach several seconds of arc.

ESSA results indicate a standard deviation of 1'!5 attributable to shimmer
[USCGS Sp. Pub. No. 24, 1965, p.14]. Brown believes a much smaller figure
to be valid at the zenith and disagrees with Schmid [ Brown, 1967, pp. 122, 126],

It seems that Brown interprets Schmid's 1965 references to image motion as a

claim for a much higher standard deviation value, i.e., "two to three seconds of
arc" [Brown, 1967, p.1267]. |

Schmid cites one example [Schmid, 1965b, p.19] of a total standard
deviation for a satellite image of 3.2 um across track and a slightly larger 3.5 um
along track. The same reference allows a contribution of up to 1.5 um from plate
measurement, If an allowance of 1.0 um is made for emulsion instability and other
random errors (as Brown does), the shimmer effect is only 18, If the allowance
for emulsion instability is raised to 1.5um as Brown does for the PC-1000 camera,
the shimmer effect is further reduced to 16 Either figure is compatible with
extreme values of 3" (see p. 18). . '

The three BC~4 plates under consideration here have an average standard
deviation of about 2"'8 along track and 2''5 across track. Using the same allowances
as above for the other error sources, the component attributable to shimmer would
range between 0"9 and 1'/4.

Brown does an analysis of 10 ESSA BC-4 plates which yields a somewhat
smaller estimate of "around 08" [Brown, 1967, p.121]. In the same reference
he cites, among other examples, the results of a PC-600 camera experiment on
a "calm and clear night" in which the effect was much less., Lambeck concludes

that for the Baker-Nunn, a relatively large aperture camera, an "average'' image
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motion of 0''7 is to be expected with an active satellite [ Lambeck, 1967, p.42].
He goes on to point out that Brown's formulations would yield an average value
of only 0"1 for the Baker-Nunn and a maximum of about 02,

Although the absolute magnitude of image motion may be controversial,
there does seem to be general agreement on the factors that influence it. They

are atmospheric stability (seeing), exposure time, lens aperture and zenith

distance.

The BC-4 data available is characterized by short satellite exposures,
relatively large zenith distances and small apertures. A standard deviation

estimate of 1''5 is not unreasonable.

2.16 Estimate of Total Error

The error in a satellite direction can be attributed for the most part to
the error sources already discussed. Lambeck gives (with changed notation)

for the total expected standard deviation [ Lambeck, 1967, pp. 74, 80, 81]

02 1
= 2y o2 e 292
O [(1+7)°“+_+°¢b]
where
2 _ 0202
LA =
n
and
2
q,
07 = o +-L

6' being the apparent angular velocity of the satellite, o the timing variance,
O'f the plate measurement variance, o2 and of the variances associated with
systematic and random star catalog errors respectively, cfb the image motion
variance and n equal to the total number of stars carried in the reduction.

This author believes an additional term, 0'12), is justified for short focal
length cameras to consider error arising from emulsion instability or irregularities,
plate flatness and other hopefully random error sources.

Estimated values for these terms in relation to the three BC-4 plates under

consideration are as follows:
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@' = 650"/sec [an average value]

o, = 100us

o, = 170

o, = 03

o, = 0M4

n = 16 [an average number]
Oy = 1'5

o, = 0u7

These values result in an estimated total standard deviation for a single

satellite image near the plate center of
= 1"
GT 1 |9 .

This is admittedly an optimistic figure. Maximum values or more‘ pessimistic |
estimates of the quantities above yield values of Op from 2"0 to 2"'5. Further-
more, these estimates include only random error sources.

If it can be assumed that the total error is normally distributed with a mean ‘
of zero and that the above variance estimates are reasonable, tolerance limits

for the error can be constructed from
e = e+ zo

where @ is equal to zero [ Natrella, 1963, pp. 2-13]. At the 90% and 99% con~
fidence levels and with an estimated standard deviation of 19, the following toler-
ance limits are obtained (z from [Natrella, 1963, p.T-3, Tab}e A-20):

90%, e = 24 |

99%, e + *£4'4

If the standard deviation is assumed to be as much as 2''5, corresponding tolerance

limits are
90%, e
99%, e

+3"2

+5"8

19




These figures are of course based on several assumptions, some of
which may be only partially true. They are given only to point out that a
relatively low estimate of the error variance does not exclude much larger

actual errors.

2.2 Procedure

All identified stars within six degrees of the plate centers were used in
the astrometric adjustment program. This area is illustrated in Figs. 2.1, 2.2,
and 2.3. Satellite image 296 was chosen as the single satellite image of interest;
and as can be seen, it is near the center of all three plates.

The number of stars available in this area varied by plate as follows.

plate 2559 16 stars
plate 5205 17 stars
plate 6132 19 stars

Each star generated two observation equations, the minimum degrees of freedom
being 24.

| The program was run with two different star inputs. The first consisted of
the measured x and y coordinates of the middle star image from each trail. In
the second ruh, the five x and the five y coordinates from each star trail were
averaged into a single set of coordinates which corresponded to the time of the

central image.

2.3 Results

The results of this chapter's experimentation is summarized in Table 2.1
below. Given first are the right ascension and declination of satellite image 296
as computed by ESSA from their photogrammetric reduction, The two remaining
columns give the values as computed astrometrically with the different star imputs.
Only the astrometric seconds are given, the hours or degrees and minutes were

the same as the photbgrammetric in all cases.
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Photogrammetric and Astrometric Coordinates of a

Table 2.1

Satellite Image Near the Plate Center

PHOTOGRAMMETRIC ASTROMETRIC
Measured Mean
Plate Hr/Deg | Min Sec Sec Sec
2559 o 8 53 38,178 38.169 38.086
) 60 59 44.06 43.76 43.95
5205 | @ 3 24 | 4.863 4.857 4.831
4 6 53 20 43.16 43.39 42.34
6132 o 18 38 52.552 52.611 52.593
16 55 19 22.36 22.30 21.68

A comparison of the ESSA values with the results of the astrometric reduc-
tion substantiates Hornbarger's conclusion, Table 2.1 shows that the astrometric

reduction, when used within a restricted area around the plate center, yields very

2.4 Evaluation

nearly the same satellite coordinates as the photogrammetric reduction.

The mean departure of an’ astrometric coordinate from the photogrammetric

is only 0''2 (0.3um) when using the actual measured star coordinates as input.

The maximum departure is 0'.5.

Surprising to this author was the apparent decrease in accuracy when the
mean star coordinates were used. From this small sample, no conclusion could

be drawn; however, it did discourage further experimentation with mean star

coordinates.
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3. MULTIPLE SATELLITE DIRECTIONS ASTROMETRICALLY

The close agreement between the astrometric and photogrammetric satellite
directions obtained at the plate center was as expected. This chapter describes
an attempt to extend the astrometric reduction tc areas away from the plate center.

The error sources discussed in section 2.1 are still present with similar
magnitudes with one important exception. When applied to the entire plate, the
astrometric reduction cannot absorb the varied and nonlinear lens distortions
occurring outward from the plate center in cameras such as the BC-4.

The directions and magnitudes of these distortions are illustrated by Figs.
3.1, 3.2, and 3.3, reproduced from Hornbarger's report. Only a brief explana-
tion of these figures is given here; for more information see [Hornbarger, 1968,
p.28]. The figures for one plate are included, those for the other two plates
are very similar.

Starting with the updated (to observed place) catalog right ascensions and
declinations, the ESSA orientation and lens distortions parameters were used to

| obtain a distorted set of plate coordinates. A residual, i.e., computed minus
observed plate position, was calculated and plotted for each star. Fig. 3.1 shows
the relatively small magnitudes and random directions aésociated with these
residuals. The lengths of the vectors representing the residuals were scaled
upward for plotting purposes. Fig. 3.2 shows the same type of residuals arising
from the astrometric model when applied to the entire plate. They are large and
systematic when compared to the photogrammetric. For comparison purposes,
Fig. 3.3 is included. It shows the residuals when the astrometric reduction was
applied to a limited number of stars around the plate center.

Obviously, if a single astrometric reduction were to be accomplished for
the entire plate, large systematic errors would be expected in the satellite posi-
tion when it is imaged away from the plate center. This applies to cameras with

a wide field of view. In this chapter an alternate approach has been investigated.
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Several areas of each BC-4 plate were treated individually, i'educed astro-

metrically, and a satellite direction obtained from each.,

3.1 Procedure

The p_rocedures used were similar to those described in Chapter 2. The
astrometric model and reduction program were the same. The decision to treat
several areas of the plate individually inti'oduced two new problems. They are
discussed in the following paragraphs. |

3.11 Satellite Image Selection

The first requirement was to choose satellite images from the various

plate areas. ' Two different sets of images were actually chosen. Table 3.1 below

lists by number the images appearing in each set and the plates on which they

appeared,
Table 3.1
Satellite Tmages Selected for Individual
Astrometric Reductions
Set I
Image _
Plate 58 179 296 415 534
2559 X p.4 X p: 4 b.4
5205 X X X
6132 p-4 p.4 X
Set I
Image 42 126 211 296 382 469 549
Plate
2559 X X X X X X b.4
5205 X X X b:4
6132 X X b:4 X X
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There were two criteria used in selecting the satellite images in each
set. The first was that the images be more or less evenly spaced across the
plate; that the satellite be imaged on all three plates was the second.

The latter criterion was generated by the geometric theory of triangulation and
its requirement for simultaneous observation of the satellite.

Set I is illustrated in Figs. 3.4, 3.5, and 3.6. It consists of a satellite
image near the plate center and others spaced outward at 24-second intervals.
The second set originated with the same central image but the interval between
images was reduced to about 17 seconds (Figs. 3.7, 3.8, 3.9). The choice of
these intervals produced at least three images common to all plates in Set I
and at least four common images in Set II.

These particular time intervals were arbitrary and chosen only because
they provided several evenly spaced images on the three available plates. The
time required for the satellite to transit the field of view is, of course, a function
of its range which, in turn, depends on the satellite orbit and camera location.

A generalized method of segmenting the image trail would be by image numbers.
They are directly correlated to time intervals by the "chopping" rate of the
rotating shutters. In this study all references are to time, but it should be noted
that the intervals discussed correspond to a specific number of satellite images.
The same number of images may represent an entirely different time interval

on another set of plates.
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3.12 _f_lyéte‘Areas

The choice of the plate area to use with each satellite image was also
somewhat arbitr;dry. The circle of six degree radius from Chapter 2 was the
obvious choice and was one of the two used. The circle was constructed around
each satellite image. This introduced two undesirable features.

An examination of Fig. 3.2 clearly indicates that any 6° radius circle away
from the plate center would encompass nonlinear distortions. Secondly, Figs.
3.10 and 3.11 show that the 6° radius circles overlap so that the same stars
appear in more than one plate area and would be used in the ensuing reductions.
Systematic or random errors of the common stars, such as the star catalog,
measured pldte coordinates, etc., would enter the corresponding satellite direc-
tions which would then share the same bias.

It should also be pointed out that the same star may be imaged as several
star trails on the BC-4 plate and used in the plate reduction. This could be
considered as weighting each star proportionately to the number of times it
appears. This is not likely to be significant in the ESSA reduction where nearly
100 known stars are carried. This duplication could be significant in smaller
plate areas.

For example, on plate 5205 where 114 known stars are carried in the ESSA
reduction, there are 89 different stars. In other words, 25 stars are used twice
and 89 stars once. Comparable figures for plate 2559 are 111 stars and 92
different stars (one is used three times); for plate 6132, 106 stars and 90 differ-
~ ent stars.

Relating these figures to the 6° areas of plate 2559: For Set I (Fig. 3.10)
where the satellite images are spaced at 24-second intervals, seven stars would
be used in three of the five astrometric reductions, ten more would appear in two
reductions. In addition, seven stars would appear twice within the same plate
areas.

In Set I (Fig. 3.11) where the satellite images are more closely spaced,

these figures increase substantially. Again referring only to plate 2559, ten
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stars would appear simultaneously in four of ilie seven plate areas, fourteen -
more would appear in three areas and many more Woﬁld appear in two. These
figures are not encouraging when the goal is to obtain observations that are at
least reasonably independent.
| For these reasons a smaller plate area seemed desirable and might have
been expected to offer three immediate advantages:
(1) The lens distortions in a smaller plate area should be better
’accommodated by the astrometric reduction.
(2) By decreasing thé plate area used, the number of stars carried
in more than one reduction per plate would be reduced.
(3) A smaller plate area would reduce or eliminate the number of

stars used twice in the same reduction.

The smaller plate area was chosen as a circle of approximately 3.8° radius
around each satellite image. This radius provided at least six stars per satellite
image and twelve obéervation equations to determine the eight unknown parameters
of the astrometric model. Generally, eight to ten stars were within this area.
Unfortunately when only six stars were available, they were usually not well dis-
tributed around the satellite image; when eight or more were available, the
distribution was better. Expected advantage (1) could only be evaluated through
the accuracy of the final satellite directions. Numbers (2) and (3) can be evaluated
as for the 6° radius areas. '

In Set I (Fig. 3.12) no stars appear in more than two reductions on the same
plate and an average of three appear in the overlap areas of consecutive satellite
images. Only one star is used twice in the same reduction. ‘

As with the 6° circles, the figures are less encouraging for Set II (Fig. 3.13).
Five stars appear simultaneously in three plate areas and nine more appear in
two; in one area, two stars appear twice.

In summary, for satellite images at 24-second intervals (Set I) and circles
of 6° radius, there is double and triple overlap of plate areas. If the radius is

reduced to 3.8° , the triple overlap is eliminated. When using 17-second intervals
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Fig. 3.12 Set I Satellites, 3.8° Circles
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(Set II) and 6° circles, stars appear in both triplev and quadruple overlap areas.
Furthermeore, the Elpallvex_' plate areas significantly reduce the number of stars
appearing twice in the same reduction. |

From the above, it seems that Set I of the satellite images is more desir-
able than Set II; and in either case, the smaller plate area is preferable. The
final accuracy of the satellite directions derived from the different sized plate
areas was still an unknown. Therefore, the astrometric reduction was performed

for all satellite images using areas of both 3.8° and 6° radius.

3.2 Results

The experimental results are summarized in Tables 3.2, 3.3, and 3.4 on
the following pages. The photogrammetric coordinates given were computed by
ESSA. The astrometric coordinates are given in terms of their departures from
the photogrammetric coordinates—seconds of time for right ascension and seconds

of arc for declination.
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J

3.3 Evaluation

Two statis’t‘ics wei'e computed from the data available in the tables. The
first was the standard deviation of the astrometric coordinates from the photd—
grammetric. It was computed from

Oap = [z——-———i(x‘ - xf ]%

n-1

where x, was the photogrammetric coordinate, x, was the astrometric coordinate,
and n equaled the number of satellite images (24).

A 04 and 0y were computed for both sets of satellite right ascensions and
declinations. They were computed for each plate and for the entire sample.

The second statistic computed was the mean deviation, It was computed

from

Dgs = E—————XL’X‘- ‘

n

where the notation is the same as above. These were computed only for the entire
sample. The computed values of the statistics are tabulated in Table 3.5 which
follows.

Table 3.5

Standard and Mean Deviations of the Astrometric
from the Photogrammetric Coordinates ,
{(numbers in parentheses exclude central image on each plate)

STANDARD DEVIATIONS

Right Ascension (sec of time)

Plate 2559 Plate 52056 Plate 6132 All Plates

3% 6% 3% 6% 28 6% 08 620

Set I 075 222 069 110 057 092 091 163
Set II 138 232 .076 .038 .096 .110 (.099) (.213)

Declination (sec of arc)

Plate 2559 - Plate 5205 Plate 6132 All Plates
3% 620 P8 6% 28 6% 8 6%0
Set T .85 .41 1.05 .80 .34 .28 1 .62
Set T 1.03 .81 18 .92 A48 .32 (.65)  (.66)
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Table 3.5 (cont'd)

MEAN DEVIATIONS
- Right Ascension Declination
2w 60 3%8 620
075 123 .55 AT
(.080) (.139) (.51) (.51)

It was known from the experimentation described in Chapter 2 that a plate
area of 6° radius géve excellent agreement around the plate center. To i‘eméve
this bias when evaluating the satellite directions away from the center, the
standard and mean deviations were recomputed without satellite image 296, These
values are listed in Table 3.5 in parentheses. No significant differences from
the previous values are apparent.

A surprising and unexplained anomaly in the computed statistics is the
relatively large standard deviation calculated for the satellite right ascensions
from the 6° plate areas. This discrepancy is confirmed by the mean deviation
statistic. The standard deviation of 02091 for the entire sample from the small
plate areas corresponds to about 0''7 at an average declination. This value is
compatible with the standard deviations associated with the declinations. The
standard deviation in right ascension which was computed from the large plate
areas appears much too large.

To test the significance of this discrepa’.ncy, the Sign Test for Paired
Observations was performed. This is a distribution free test and specifically
tests whether the median difference between two samples can be considered
equal to zero. The hypothesis to be tested was: The plate areas of different
size, when reduced astrometrically, produced the same mean departure from the
photogrammetric coordinates. The statistic was computed for declination as well
as right ascension and tested at the 10% significance level. The table used was
from [Natrella, 1963, T-78]. Neither for right ascension nor declination could
the hypothesis be rejected. There was no reason to bélieve that the average

departures of the two samples (different plate areas) did actually differ.

48



The standard errors of unit weight arising from the astrometfic adjust-
ment were evaluated for the different plate areas. Tabulated in Table 3.6 for the -
satellites of Set I are the standard errors for 6° and 3.8° radius circles. Included
also is the same statistic computed when all known lens distortions were removed
from the star coordinafes and the adjustment performed for the entire plate

[Hornbsrger, 1968, p. 95].

Table 3.6
Standard Errors of Unit Weight
(Fum)
Plate/ Image 690 308 Entire
Plate
58 3.22 2.93
179 3.27 3.50
2559 296 2.60 2.29 3.06
415 1.95 1.84
534 4.45 2.89
179 3.54 2.73
5205 296 | 3.22 - 2.85 3.34
415 3.34 3.08
179 1.92 2.24
6132 296 2.41 2.26 2.26
415 2.09 2.16

In paragraph 3.12 it was theorized that the smaller plate areas might give
better satellite directions than the larger. The experimental results do not seem
to have supported this. The poorer distribution and fewer stars may have over-
come any advantages of the smaller plate area, or possibly the area was still too
large for the astrometric model to successfully accommodate the lens distortions.
The standard errors of unit weight do not indicate a lack of accommodation however.

Of more importance is the fact that the smaller plate area did not produce
results any less accurate than the larger. In the previously mentioned paragraph,

two additional advantages were postulated for using-the smaller areas; these were
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subsequently proven to be correct.
The conclusion is that the smaller plate areas are preferable for the follow-
ing reasons.
(1) There is no impi'ofrement in the accuracy of the satellite directions from
the larger plate areas. ,
(2) Fewer stars are used in more than one reduction per plate, thereby
decreasing the correlation between consécutive satellite directions.

(3) The number of stars appearing twice in the same reduction is small.

During this part of the investigation, an additional fact became evident.

With proper choice of satellite images, each plate could have been divided into
three entirely independent plates. They would be independent in the sense that
three astrometric reductions could have been performed without using any star
image in more than one reduction. This particular choice of satellite images was
not compatible with other parts of the study so it was not attempted here.

The standard deviations in right ascension and declination listed in Table
3.5, when combined, resultf in a total standard deviation in arc of about one second.
It is important to realize that this figure represents only a comparison of the
astrometric and ESSA's photogrammetric coordinates. An estimate of the absolute
error is unattainable.

A graphical comparison is made in Figs. 3.14 through 3.19. Plotted are
photogrammetric minus astrometric coordinates; the astrometric coordinates are
from the 3.8° areas. Also plotted on the figures are the SAO results from their
astrometric reduction when they reduced the data from the same three plates

{Hornbarger, 1968, Ch. 6 in thesis version].
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4. CURVE FITTING

The data compression technigue of fitting a polynomial to the observations
has several advantages, both theoretical and practical. It simplifies the light
travel time corrections (satellite aberration), a necessary correction in the
synchronization of observations. More important is tke increase in accuracy
that may be expected. |

When considering the precision and accuracy of a final satellite direction,

a significant improvement over a single satellite image may be realized by fitting
a polyndmial to several‘images. In effect, it can overcome the relatively large
random errors inherent to a single image and may even tend to counteract small
systematic errors which tend to randomness over the entire plate. The technique
is not without its critics however. This is discussed in the following section;

later sections detail this author's investigations aad conclusions.

4.1 Theory and Applicatica

The two agencies fitting polynomials to their observed data are the SAO
and ESSA. Both use a similar approach, but the digsimilar nature of the data
introduces significant differences in detail.

The functional relationship adopted is

ST = B gt v B L v B

where the independent variable is time t. The dependent variables in the SAO
reduction are the auxiliary coordinates £, n; in the ESSA reduction, they are
the adjusted plate coordinates x, y [SAO Sp.Rept. 200, p. 64; Schmid, 1965b,
p. 217.

Least-squares methods for estimating the coefficients B; of the functional
relationship are used in two situations:

(1) when it is known that the polynomial function describes the true rela-

tionship of the dependent variables to time, or
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(2) when it can be" -assu‘nie’_d that the polynomial function approximates the
true without significaht error, ' |

This relationship implies several assumptions [ Natrella, 1963, pp. 6-14, 6-18].

(1) The depehdent variables aré statistically independent as are their errors

-of measurement.
(2) The dependent variables are effected by random errors; the errors have
a zero mean and equal variances. ) |

The functional relation of the satellite coordinates to time is not known to be
polynomial, The assumptions concerning the dependent variables and their errors
are not rigorously valid. Of importance then is whether the polynomial relation-
ship is a suffjcient approximation of the true relationship.

The sources and magnitudes of the random errors affecting the satellite
images were discussed previously. It is assumed that the random errors are
the major contributors to the uncertainty of a satellite cbordinate; with proper
precautions during data acquisition and reduction, this is a valid assumption. The
question is: could the smaller systematic errors in single satellite images emerge
to such a level to negate the assumption of a polynomial relationship and bias the
results significantly. The conclusion is that it would not in the ESSA BC-4 data.

Systematic error does exist, but its magnitude is small when compared to
random error. It may originate with residual bias of the comparator or its
operator, uncompensated longer period atmospheric anomalies, etc. This sys-
tematic error will bias the resulting polynomial coeffici‘ents but not significantly
when compared to the improved accuracy of the final satellite direction. Further-
more, some small systematic errors and their resulting bias may be or at least
approach randomness when several plates (and polynomials) for a single camera
station are considered.

It might be argued that some relationship other than the polynomial would
be a better approximation. This may be true, but the entirely general nature of
the time series polynomial is desirable. It requires no prior assumptions about

the nature of the satellite's path across the plate.

58



If the assumption of a polynomial relationship is valid, the next area of

interest is to determine the correct degree. It is well known that the shape of

the polynomial curve is a function of its degree. Higher order polynomials and

a large number of observations may overcome this to a certain extent. The SAO
uses the polynomial as an interpolation tool; ESSA and this author use it primarily
for other reasons but for interpolation also. It must be assumed that the polyno-
mial of correct degree represents the best estimate of the satellite's path; a poly-
nomial of incorrect degree cannot give the best estimate.

The SAO uses the quadratic form of the polynomial. At least four and
normally seven sets of satellite coordinates are used, typically four or eight
seconds apart [ SAO Sp. Rept. 200, 1966, p. 64]. Four and eight second intervals
between seven images correspond to arcs of 24 or 48 seconds respectively. Other
available exposure rates correspond to 12 or 96 seconds for seven images. The
limited number of images obviously restricts the degree of polynomial that could
be used.

In contrast to the SAO quadratic, ESSA employs a fifth-degree polynomial
to describe arcs of 75 to 120 seconds on the three BC-4 plates available., For
the Pageos observations on the National Space Science Data Center tape, the
observational period variesfrom less than three to over five minutes. No mean- -
ingful conclusions can be drawn from time alone, but it seems to this author that
the choice of an arbitrary fixed degree polynomial to describe such a wide variety
of observational situations is questionable.

Generally when a polynomial is used as an approximation to an unknown
function, or as an interpolation formula, the correct degree is not known. An
accepted method of evaluating how well the polynomial fits the data is through
"Analysis of Variance" techniques. The author has encountered no narrative of
this or other tests being performed on their polynomials by either the SAO or
ESSA. It is assumed that when their data reduction techniques were formulated,
the adequacy of these particular polynomials was investigated.

If the polynomial approximation is valid, the computed curve will either be
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of correct 'deg;'ee and will give unbiased estimates of the coefficients or, if

the degre‘e is not correct, will lead to biased estimates [ Natrella, 1963, p.6-19],
In the opinion of this author, the following conclusion is unavoidable. An arbi-
trary polynomial is equivalent to constraining the coefficients which in turn con-
strains the coordinates of any point computed from the polynomial. In statistical
terminology, the word bias would be used in lieu of constraint.

If this is the intent of a fixed degree polynomial, the technical justification
would be of interest. It certainly may exist, but it is not readily perceptible to
this author. It does not seem likely that the nature and magnitude of such a con-
straint would be constant when applied to satellite image trails of variable lengths.
If no such constraint is intended, the resulting bias seems unwarranted, ,

Higher order, unconstrained polynomials have been censured for fitting the
observations too well, i.e., conforming to short period oscillations of the satel-
lite image about the true path. This is a valid criticism—limiting the degree of
the polynomial would restrict its ability to accommodate the oscillations. How-
ever, as stated above, this restraint would not apply equally to satellite image
trails of varying length and hardly seems justified on this basis alone.

The technique of fitting higher order polynomials has been accused of
"overparameterization.! The term is used to imply that any parameters beyond
the six elements that describe the satellite's orbit are superfluous. This is a
difficult area to interpret. The coefficients of a polynomial are not independent
parameters in any sense and additional terms are not detrimental per se. In
the case of the six orbital elements, other parameters or constants not precisely
known are assumed.

A criticism particularly applicable to the ESSA technique is that considerable
knowledge is lost through the curve fitting procedure. Intuitively, it does seem
that there should be more information on one of these BC-4 plates than can be
represented by a single satellite direction. Each satellite position, in conjunc-
tion with the two observing stations, defines a plane in space. Any two of these

planes define, in theory at least, the line joining the two stations. When all
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images on the plate are compressed into a single satellite direction, the solu-
tion for the line becomes indeterminate. A solution is not practicable or attempt-
ed because of the unfavorable geometry of the spatial directions derived from a
single plate. However, this particular criticism does suggest two cogent questions.
(1) I, in the future, a single observation per plate is to be accepted, can
it be obtained by simpler methods wi’chdut significant loss of accuracy?
(2) Is it possible to obtain more than one observation per plate? The
greater number of observations should overcome any loss in the accu-
racy of a single satellite direction. If the additional observations could

be made independent, an additional benefit would be gained.

These questions were discussed in terms of actual satellite images and an
astrometric reduction in Chapters 2 and 3. In later sections, the curve fitting
approach will be examined in the context of these two questions.

If a single satellite coordinate is to be interpolated from each polynomial,
from what part of the curve should it be taken? Quoting from a recent report:

If all observations are to be reduced to a single, smoothed ray, a
central ray is not the optimum choice. As far as polynomial smooth-
ing is concerned, greatest accuracies from a polynomial of moder-
ate degree are not to be determined at the center of the span, but-
rather at a distance well out from the center [ Brown, 1967, p.96].

The quote is given in full here because of its direct conse(juence to the experi-
mental results of this author. No justification for this statement could be found.
An investigation was made to determine from what part of the curve the
best accuracy could be expected. The first problem was to def_ine accuracy as it
was used here. In the statistical sense, accuracy implies a knowledge of the true
or reference value. It is a term used to define the closeness to or degree of
agreement between the measurement and the true value [ Natrella, 1963, p.23-1;
Mandel, 1964, p.128; Hallert, 1966]. This would impl_y a knowledge or estimate
of the satellite's undistorted path across the plate, neither of which seems to be
available. Limits to the actual error of a report value, i.e., the magnitude and

sign of its deviation from the true, can usually be inférred from the precision of
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the measurement procevs“s. With consideration given to any possible bias of the
méasurements [ Natrella, 1963, p. 23-1]. It was in this sense that the accuracy
of the polynomials was investigated.

, Starting with the ESSA fifth degree polynomials (two ﬁer plate), the standard
deviations of several fictitious points along the polynomials were computed. The
standard deviations of x are plotted in Fig. 4.1, the same for 'y are plotted in ,
Fig. 4.2. Recall that plate 2559 contained a much longer image trail than the
other two. As can be seen, there are several inflections but no significant im-
provement away from the plate center for these fifth degree curves.

Next, standard deviations’ were computed at eleven points along polynomials
of various degrees fitted to three trails of ninety consecutive satellite images
from plate 6132. The results for all three trails have been listed in Table 4.1.

In Figs. 4.3 and 4.4, the standard deviations of x and y for one of the image
trails have been plotted. An inspection of the table illustrates the wide diversity
that exists among trails for the same degree polynomials, and even between x

and y polynomials from the same trail. The particular trail illustrated in Figs.
4.3 and 4.4 was chosen not because it was typical, but because of the contrast
between the x and y polynomials. In the case of x, the third degree curve gave
the smallest standard deviation all along the trail; for y, the second degree was
best except at the center where the third degree gave equal precision. The inflec-
tions noted in the fifth degree polynomials were present here also and, as expected,
were more pronounced.

One other connotation which might be applied to accuracy in reference to
a polynomial is how well the curve fits the observations. It has already been
pointed out that fitting too well is not to be desired. There is a statistic readily
availa;ble to evaluate the goodness of fit—the estimate of 0° computed from the
squared sum of the residuals. However, it does not give any information as to
where the poorest fit occurred. There is no statistical tool to evaluate the curve
in such a way, so the following procedure was developed. |

The 450 residuals from the ESSA fifth degree curves for plate 2559 were
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plotted (Figs. 4.5, 4.6). The plot was repeated using the residuals from five
tﬁird degree curves, ninety images in each (Figs. 4.7, 4.8). In both cases,
the residuals smaller than Voné-half éigma were not plotted—sigma taken as the
standard deviation from the ESSA curve fits.

The conclusion drawn from the investigation was that no general statement
about relative accuracies (sigmas) along a polynomial is valid. A better state-
ment would have been that the accuracy of a polynomial fitted to a particular set
of data is a function of the number of observations, the degree of the polynomial
and the point of interest on the polynomial. Of course, consistency of the data
is the overriding factor but was not the question here. The investigation did
point out that the entire subject was pertinent to curve fitting as an interpolation

function.
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ESSA Polynomial—Degree 5—450 Images
o, from curve fit = 2.55 ym

(Residuals less than 0, not plotted; one
residual greater than 9um did not plot)
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4.2 Polynomial Selection

The goal of more than one satellite diréction from a BC-4 plate precluded
fitting a polynomial to all satellite images. The alternative was to divide the
satellite image trail into several segments and fit a polynomial to each. This
introduced several new unknoWns.

How many images would be required to reach an optimum precision level ?
What degree polynomial would be required to adequately describe the fewer
images? It had already been shown that these two subjects were not independent
and must be evaluated together. How would the resulting precision compare fo
the ESSA "long" polynomials? This was an important factor in evaluating the
expected accﬁracies of the final satellite directions.

Would the several directions be independent observations? Accepting a
single photogrammetric reduction for the entire plate, they would not be inde-
pendent, Howéver, they would be no more dependent than the gatellite directions
derived from the flashes of an active satellite appearing on a single plate. Assum-
ing an astrometric- reduction accomplished for a limited area around each seg-
ment of the image trail, the resulting satellite directions would approach inde-
pendence. The experimentation was begun with satellite trails of sixty images
and repeated for ninety image trails. The ninety image trails centered on the
individual satellite images of Set I described earlier, while the sixty image trails
centered on the images of Set II. Within each set, the image trails did not over-
lap. The choice of sixty and ninety images was not arbitrary; the reasons ad-~
vanced in an earlier chapter for selecting the particular images of Sets I and II
applied here also, |

The decision to use a specific number of images was based on the previous
conclusion that a fixed degree polynomial should only be used to describe a speci-
fic arc length (time interval). The fixed number of images per polynomial re-
quired some images on each plate to be discarded. The sixty image trails offered »
an immediate advantage in that more satellite directions per plate would be avail-
able.
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Polynomials of degree one through five were fitted to each of the image
trailé. The dependent variables were the adjusted plate éoordiné.tes as given
by ESSA; time was the independent variable. The plate coordinates were first
rotated into an orthogonal coordinate system with the x-axis approximating the
satellite's direction of motidn. The polynomials were then fitted to the rotated
coordinates. This procedure is followed by ESSA and is discussed in a later
section of this chapter.

After the polynomials were fitted to the observational data, they were
evaluated by analysis of variance techniques. Analysis of variance is ﬁsually
applied to polynomials as folldws [ Natrella, 1963, p.6-19].

(1) Fit polynomials of degree 2 through degree n to the data.

(2) Evaluate the error sum of squares for the subsequent polynomials.

If the reduction due to.fitting the (i+1) degree term is not significant
on the basis of the F-test, then the polynomial of degree (i) is accepted
as the best fitting polynomial. - i
A summary of the results are given in Tables 4.2 and 4.3; the computed value of
the F statistic and the standard deviations from the curve fits are listed. See
[ Natrella, 1963; Mandel, 1964] for analysis of variance theory, its applications
and the mathematical formulation of the F statistic.

It was required fo choose a significance level for the tests. A lower sig-

nificance level implied a smaller "critical region'; a smaller "critical region"
implied a smaller probability of a computed F statistic falling within the region
[Mandel, 1964, pp. 164-171]. In the evaluation, this meant that the same (i+1)
degree polynomial might be accepted as best fitting at a higher significance level
(larger critical region) and rejected at a lower significance level. For preliminary
evaluations, two levels were selected—the 10% and the 1%.

First evaluated were the sixty image polynomials. For the appropriate
degrees of freedom, the critical values associated with the 10% and 1% significance
levels were approximately 2.8 and 7.1 [Biometrika Tables for Statisticians, Vol. 1,

1966]. An inspection of Table 4.2 for the sixty imagé polynomials shows that the
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quadratic term was always significant and the cubic sometimes significant at

the 10% level. On the other hand, the choice of the 1% significancé level would
have eliminated the cubic term from all of the sixty image polynomials. This
was a rather unsatisfactory basis from which to atfempt any general conclusions.
~ Furthermore, an inspection of the F's associated with the polynomials of higher
degree than cubic indicated that there was considerable error remaining.

The F statistics and standard deviations from the curve fits for the ninety
image polynomials are tabulated in Table 4.3. In this case, the cubic was gen-
eraily significant. Again, the cubic could be accepted as entirely suitable at the
1% level (also the 5%) but not at the 10% level. The thirty additional degrees of
freedom did not appreciably change the critical values of F.

To compare the encountered values of the F statistic with the expected
values from samples of this size, the following procedure was used. The critical
values of F were plotted for the various significance levels and appropriate
degrees of freedom. This gave a plot analogous to the Cumulative Distribution
Function (CDF) of the F distribution. Treating F as a randdm_ variable, expected
values of F (E{F})were obtained by interpolation from the plot of the CDF. This

is illustrated below. As a first order approximation, the two samples were con-
Fy
© 100%

i
nt1l

L e e s s e

Y

E{F}

sidered as Order Statistics (a uniform distribution) of size n. An expected value
of F was interpolated for each probability interval of i/(n+1), the result was an

expécted value for each F statistic from sample sizes of 22 and 32.
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Next, the computed values of F were arranged by magnitude. This order-
ing vs}as accomplished for the 32 F statistics which tested the significance of the
cubic term in the 60 image polynomials. These ordered F statistics were plotted
against the expected values. These appear in Fig. 4.9 as ©, If the values
would plot as a straight line of slope one, it would tend to indicate that the
computed F's were compatible with a true F distribution. This, in.turn,
would lend support to the conclusion that the curves were truly quadratic.

This procedure was repeated for the 22 F statistics Whiéh tested the signifi-

cance of the quartic term in the 90 image polynomials. They were plotted in
Fig.A 4.9 as * . As can be seen, tue F's from the quartic term approximated
the straight line very Well—considerably better than the F's testing the cubic

term in the shorter polynomials.

On the basis of these tests, two conclusions were drawn

(1) The third degree polynomial fitted to ninety satellite images adequately
described the satellite path over limited areas of the three plates.

(2) Of the two polynomials studied, the third degree fitted to ninety images

was preferable to the second degree fitted to sixty images.

The standard deviations from the curve fit tabulated with the F statistics in
Tables 4.2 and 4.3 provided an area of comparison between the shorter polynomials
of lower degree and ESSA's long fifth degree curves. The standard deviations, as

given by ESSA, were (in um): % y

plate 2559 2,55 2.49
plate 5205 2.98 2.30
plate 6132 2.79 2.64
A visual comparison can be made through the residual plots for plate 2559 (Figs.
4,5 through 4.8).
The larger standard deviation in x is usually attributed to image smear or
other factors that degrade the measuring accuracy in the direction of motion [ Brown,

1967, p. 121]. Recall that the adjusted plate coordinates were transformed into a
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coordinate system in which the x-axis was aligned with the direction of motion. -
Thisfotation was performed to isolate the degradation of measurement accu-
racy in just one coordinate.

On the plates where ESSA's standard deviations were relatively large, at
least some of the shorter polynomials reflected the same relatively large values.
However, the Iarée standard deviations were not consistent across the entire
plate. A comparison of the x and y polynomials across an entire plate raised
an interesting point. I the systematic degradation of accuracy along track was
due to the causes postulated, there Were‘ also periodic or other systematic errors
which easily dominated the measuring error in some areés of the plate. These

errors certainly acted in a direction perpendicular to the satellite track.

4.3 Polynomials Fitted to Photogrammetric Data

Polynomials had been fitted to the satellite trails of ninety and sixty images -
described in the last section. The dependent variables were the adjusted x and
y coordinates from the ESSA photogrammetric reduction. The independent
variable, expressed as an image number, was time. In the ESSA procedure,
each satellite image is precisely time correlated; the integer image number is
a more convenient form of the independent variable than the conventional units of
time. | ‘

A simultaneous observation time was selected near the center of each
image trail. Fictitious observation times which corresponded to the true obser-
vation times were computed. They included corrections for light travel time and
station clock error (see section 5.32). Sets of coordinates equivalent to fictitious
satellite images and corresponding to the fictitious observation times were inter-
polated from the polynomials. For the ninety image trails, the third degree poly-
nomial coefficients were used.

The computed coordinates are tabulated in Tables 4.4 and 4.5. Listed with
the short polynomial results are the fictitious satellite coordinates computed

from the ESSA long polynomial. Only the departures in ym of the short polynomial
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Table 4.4

Computed Coordinates and Standard Deviations

(um)
Plate 2559 ESSA POLYNOMIAL SHORT POLYNOMIAL
Point degree 5 450 images degree 3 90 images
Numbexr X Oy Y Oy X ox Y Oy
57.98700 45 719.26 .30 11 866.65 .30 +.47 .47 -,18 .39

178.98635 25 447.39 .24 5 585.44 .24 +.03 .41 -.37 .42
295.98510 4 873.95 .23 -1 108.30 .22 +.51 .38 +.,30 .39
414.98400 -17 220.80 .24 - 8 611.80 .24 -.08 .37 +.41 .39
533.98330 -40 717.16 .29 -16 928,25 .29 -.09 .41 +.25 .38

degree 2 60 images

41.98700 48 326.50 .30 12 676.64 .30 +.21 .55 +.73 .42
125.98695 34 440.67 .25 8 418.54 .25 -.11 .58 +.25 .57
210.98600 19 923.02 .25 3 816.70 .24 -.81 .45 +.39 .51
295.98510 4 873.95 .23 -1 108.30 .22 +.78 .49 -.07 .45
381.98430 -10 963.60 .25 - 6 454,75 .25 +.04 .47 -.27 .50
468.98355 -27 694.14 .25 -12 277.28 .25 +.23 .45 -.01 .41
548.98330 -43 791.55 .30 -18 040.83 .29 -.17 .51  +.06 .48
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Plate 5205

Point
Number

178.97325
295.97380
414.97460

210.97340
295.97380
381.97435
468.97500

Plate 6132

178.98005
295.97875
414.97765

125.98070
210.97970
295.97875
381.97790
468.97715

Table 4.5

Computed Coordinates and Standard Deviations

11

-2
-7

-3
-1

degree 5
X

496.
447.
139.

230.
447.
091.
408.

762.
267.
004.

947.
992.
267.
896.
945.

(um)

ESSA POLYNOMIAL

48
03
90

92
03
24
62

79
05
26

82
61
05
03
93

Ox

.43
.32
.36

.35

.32
.35
.43

.30
.27
.29

.38
.30
.27
.30
.37

35
1
~30

25

-21
-44

-30

22

-41
-23
-4
14
35

297 images

Y .

307.67
853.93
505.26

974.86
853.93
678.89
730.40

250.24
973.64
670.91

166.-89
505.02
973.64
787.32
966.03
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Oy
.33

.25
.28

.27
.25
.27
.33

.29
.26
.28

.36
.28
.26
.29
.35

SHORT POLYNOMIAL

degree 3
X Ox
+.13 .48
+.29 .46
-=.01 .47
degree 2
-.12 .61
+,38 .57
-.58 .64
-.04 .53
degree 3
+.15 .39
-.50 .45
+.49 .43
degree 2
.00 .50
+.17 .49
+.01 .57
-.01 .52
-.12 .56

90 images
Y Oy
+,12  ,38
+.45 .34
-.13 .39
. 60 images
-.25 .42
+.67 .37
+.40 .45
+.54 .49
90 images
-.50 .39
+.21 .48
+.38 .38
60 images
+.17 .45
-.59 .55
-.10 .59
+.81 .48
-.10 .44



coordinates from the long are given. This does not imply which is the more
accurAate; it presents easily interpretable figures.

The maximum difference between a fictitious image coordinate computed
from the long polynomial versus the ninety image polynomial was 0.51 ym. The
mean difference was 0.27 ym or 0'"17. When considering both x and y coordinates
together, the largest total difference was approximately 0.6 um or less than 0''5.
This indicates that the shorter polynomials gave nearly the same interpolated
values as the longer polynomial, '

Within each image trail, different degree polynomials had varying effects
on the interpolated coordinates. Table 4.6 illustrates this; it is the computer
output from the curve fit program for plate 5205. It lists the coordinates (in
meters) of the fictitious satellite images as interpolated from polynomials of
degree one through five. For example, the x coordinates of image 295.97380 had
a‘range of only 0.03 um (degree one excluded) and it matters little from which
degree curve the interpolated value was taken. On the other hand, the x coor-
dinate of image 414.97460 varies by over 0.5 p.m The analysis of variance tech-
niques described and used earlier makes the choice of degree automatic. Fur-
thermore, confidence in the interpolated value is increased.

Another comparison between the various polynomials was made through
the precision estimates (0, Oy) for the coordinates of the fictitious points.

The precision figures are listed in Tables 4.4 and 4.5 also. The x and y coor-
dinates of a fictitous satellite image computed from the shorter image trails did
suffer a significant decrease in precision. It averaged about 60% for an image
near the plate center for the ninety image third-degree polynomials and less away
from the center. The loss of precision was somewhat greater for the sixty
image quadratic polynomials.

The precision of points all along the fifth~degree curves had previously
been examined. Similar calculations were undertaken for all third-degree curves.
Without exception, the best precision estimate was a‘; or very near the center of

the curve. Limited experimentation with the quadratic curves indicated that the
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Predicted Values of Fictitious Satellite Images

PLATE

THE CURVE IS DIVIDED

FIVE POLYNOMIALS WERE FITTED

Table 4.6

(in meters)

Plate 5205

5205

- o " von e " - —

INTO THREE SEGMENTS

PREDICTED VALUES QOF THE FICTITIOUS POINTS

X COORDINATE

DEGREE

Te
2
3.
i‘.
5.

178.97325

0. 1152796E-01
0. 1149656E-GC1
0.1149661E-01
0. 1149693E-01
0. 1149694E-01

Y COORDINATE

DEGREE

178.97325

0.3539750&E-01
0.3530770E-01
0.3530779E-01
0.3530743E-01
0.3530746E-01

295.,97380

0.3468443E-02

0.3447336E-02
0.34U47320E-C2
0.3447351E-02
0.3447341E-0G2

295.97380

0.1913510E-02
0.1854383E~-C2
0.1854375E-G2
0.1854570E-C2
0.1854573E£~-02
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90 IMAGES EACH

DEGREE | THROUGH 5

414 .97460

-0.b117566E-02
-0.4139836E-02"
-0.4139888E-02
-0.4140380E-02
-0, 4180349E-02

Liu.97460

~0e3CULT22E-01
-0.3050495E-0G1
-0.3050513E-01
-0.3050U496E-01
-0.3050497E-01



best valués'o'ccurred outward irom the center. This provided an additional
reason for choosing the cubic polynomial over the quadratic. 4

With particular reference to the ninety image third-degree polynomials, the
experimental results are summarized as follows. The interpolated fictitious
satellite coordinates are very nearly the same from either the long or short
image trails. The short image trails yield larger precision estimates, but at

least three reliable satellite directions per plate are now available.

4.4 Polynomials Fitted to Astrometric Data

The procedures used here are based on the recommendations of previous
sections; namely, plate areas of 3.8° radius and third-degree curves fitted to
ninety satellite images. Each image trail consisted of the same ninety satellite
images discussed in the last section. The fictitious satellite images also were the
same. The astrometric reductions were reaccomplished for the 3.8° radius
plate areas; output of the adjustment program now consisted of right ascensions
and declinations for the ninety satellite images within the area. These satellite
directions were then corrected for phase angle and differential refraction (for a
description of these corrections, see Chapter 5).

To these ninety final right ascensions and declinations (in radians), first-
through fifth-degree polynomials were fitted. Based on the previous experimentation,
it was assumed that the third-degree curve would be adequate. To verify this,
analysis of variance techniques were again used to evaluate the polynomials.

Generally the cubic term was significant at any level. The quartic term
was significant at the 10% significance level in three of the twenty-two polynomials.
Two of three quartic terms would have been eliminated atA any lower significancé
level but the third would have retained significance through the 1% level. The two
largest F statistics, which tested the significance of the quartic term, were
associated with the same image trail from plate 5205. 7

This presented the alternatives of using a fourth-degree curve for one or two

interpolation functions and cubics for the remainder, or accepting the cubic for
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ali. The decision was to accept the cubic for all image trails. This was done
for two reasons. The one F statistic was so much larger than the others, it
appeared there had been a computational problem in the plate reduction or curve
fit. Furthermore, when reduced photogrammetrically, the same satellite coor-
dinates had been accommodated adequately by the third-degree polynomials. The
final interpolated value would have changed only 05004 if the fourth-degree curve
would have been used.

A right ascension and declination (in radians) for the fictitious satellite
image were interpolated from the third-degree curves. These were transformed
back into equatorial coordinates and are tabulated in Table 4.7. The precision
estimates are given in seconds of time and arc as well as ygm. Also included in
the table are i:he departures of the photogrammetric from the astrometric coor-
dinates as computed from the ESSA and ninety image polynomials.

Two other slightly different approaches to the curve fitting could have been
taken, Lambeck implies a fit to the declination and to the right ascension mul-
tiplied by the cosine of the declination (§,& cos §) [ Lambeck, 1967, p. 827]. This
would nbt offer any apparent advantages other than smaller dependent variables.
It would have required two additional computational steps.

The SAO transforms the coordinates into an auxiliary system before the
curve fit. This is done to avoid computational problems if the satellite is imdged
near the celestial pole. An auxiliary system which could be used with the BC~4
data is the standard coordinate system. The maximum satellite declination on
the three plates studied was near 61° so the use of the auxiliary system was not
required.

The version of the Omnitab language available and used in the curve fitting

was limited to single precision arithmetic. It is believed that double precision

would have improved the final accuracies of this section; the use of double precision

is recommended. In single precision on the IBM 7094, the eighth significant figure

is in doubt. When curve fitting to radians of right ascension and declination, the

seventh and eighth significant figures are obviously important to the final accuracies

and could be considerably altered by round-off errors.
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5. SATELLITE IMAGE CORRECTIONS

A satellite position inferpolated directly from the stellar background of a
photographic plate may not be considered a final satellite direction. Such an
interpolated position could be considered equivalent to a fictitious satellite at
infinite range whose only motion is the diurnal motion of the celestial sphere.

The satellite is at finite range and possesses an orbital motion of its own. There-
fore, the satellite position interpolated from the photographic plate is not the
true position and must be corrected.

There are three corrections required to bring an iriterpolated satellite posi-
tion to its true or final position. First, the satellite hé.s a velocity with respect
to the observer; the satellite will be displaced or aberrated by an amount dependent
upon the satellite's relative velocity. Second, the satellite being at a finite range,
astronomic refraction applied to its observed coordinates will not result in the
actual satellite position. It must be further corrected for a differential refraction
arising from the finite range. Third, a passive satellite's geometric center will
not coincide with the observed center since only a portion of the satellite is

illuminated by the sun. These corrections are discussed in reverse order.

5.1 Phase Correction

The pbrtion of a large passive satellite which is both sun illuminated and

visible to an observer on the earth is continually changing much as the moon goes

SPACE VIEW EARTH VIEW
91



through its phases. As a result, the visible center will, in most cases, not
coincide with the geometric center.

The mathematical formulation for the correction used in this study is from
[Schmid, 1964]. Of interest here is the case of a spherical reﬂective satellite
such as the balloon satellites Echo and Pageos. In a form convenient for computer

computation, the expressions are

i

-R 1-cosP_7° ,
Ao r cos b, [2 1 - cos® P)] cos8s sin(s - &)

il

1

_ 2
l-cosP ] [cosds cos(as~a,) + cos P cos b ]

R
r sind, [2 (1 -cos® P)

A6 =

where the squé.re root is taken always positive, r is the range from observer to
satellite, a5 and §s are the sun's right ascension and declination, o, and §, are
the satellite's right ascension and declination, R is the satellite radius, and P is
the angle at the satellite between the vectors to the sun and to the observer. Cos P

may be computed from

cosP = - (costg cosds coso, cosd, + costs sinds cosa, sin b

+ sinds sind;) .

The sun's equatorial coordinates may be taken from the American Ephemeris
and Nautical Almanac or computed approximately from the following expressions

[Badekas, 1967].

as = 2829373 + 0°98562 (MJD - 39493.5)
+ 199166 sin[ 0998562 (MJID - 39 493.5)]
- 294666 sin[2(2829373 + 0798562 (MJD - 39493.5))]
sinds = sin[2829373 + 0998562 (MJD - 39493.5)] x 0.39785

MJD is the Modified Julian Date and is computed
MJD = JD - 2400000.5 .

The reference epoch of the equations is 1967 January 3.5.
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5.2 Parallactic Refraction Correction

Parallactic refraction AZ is defined as the difference between the apparent

position of the satellite and its actual position as shown in the following figure.

The notation is self explanatory.

OBSERVER'S ZENITH
LINE OF SIGHT

A
LIGHT PATH

TO THE CELESTIAL
SPHERE

AZ PARALLACTIC REFRACTION
ASTRONOMIC REFRACTION

OBSERVER , 733?5'2?35!? S

The formulation used in this study and at ESSA is attributed to Hellmut
Schmid [Hotter, 1967, p. 31]. The correction is computed from

Az . 2:2830tanZ, _ 206265 _ B

r cosZy  1+0.003665T, P

where r is the range to the satellite, Z; is the refracted zenith distance, T; is

the station temperature in degrees centigrade, B, is the station barometric pressure

(mm of Hg), and P, is standard barometric pressure (760 mm of Hg).

5.3 Satellite Aberration Correction

Let the light be reflected from a passive satellite at the time t,. The right

ascension and declination of the satellite at this instant are represented by o, 6;.

The light arrives at the camera at the time t;. During the time interval t3-t,,

the satellite has moved forward along its orbital path to the position a3, §3.
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The differences between the coordinates o, 8, and ¢, §, are due to the relative

velocity of the satellite with respect to the observer and are termed the components

of parallactic aberration.

The parallactic aberration correction required may be accomplished in two
ways. The first is to correct the satellite's coordinates from their values at t1,
which are recorded on the plate, to their values at the time t;. The second method
is to antedate the observation time from t, by the light travel time to t,.

In this study, the goal has been to obtain simultaneous observations, from
two or more ground stations, of a passive satellite, When using individual images,
the satellite coordinates will have to be corrected as méntioned above and as is -
described in section 5.31. When polynomials have been fitted to several images,

a light travel time correction may be applied somewhat differently as described in
section 5.32.

A subject related to the satellite aberration correction is timing. The two
must be considered together when simultaneous observations of a passive satellite
are desired. .

Each station clock defines its own time system which generally differs from
the desirea UT1. The station clocks (and time systems) are synchronized to Ui
through a portable crystal clock and their rate is determined from VLF phase
comparisons. Therefore, associated with each photographic plate is a correction
to the station clock time to refer it to UTC and another correction from UTC to -
UT1 which is the same for all station clocks.

The two corrections may be applied as a single correction to the station
clock times of the satellite observation or they may be considered when computing
the fictitious simultaneous satellite image from a curve fit. The fundamental rela-
tionship between the observation time, as recorded in the station clock time system:
(T..), and the time the light was emitted or reflected from the satellite (UT1,) may
be expressed

T, + AT = UT1, + (r/c).
or
T. = UT1, + (r/c) - AT

gCc
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where AT is the required correction to the station clock time to refer it to UTL,
r is the range to the satellite, and ¢ is the velocity of light.
The satellite aberration and station clock corrections are discussed together

since, in practice, they may be applied at the same time.

5.31 Individual Image Correction

In some designated time system, the observed light is reflected from the
satellite at a time UTia. It will reach station A at a time UTl,; in the same time
system where UT1,= UT1,+ (r/c). It will reach station B at a time UT13 com~
puted similarly; r/c is the light travel time correction. For a simultaneous
observation, the satellité position of interest is the one imaged at UT1, and UT1,
on the two plates. To this poinf, the correction is straightforward.

The problem ai'ises because, most likely, there will not be a satellite image
recorded at either UT1, or UT1;. Even if it were possible to synchronize the
station clocks to the required accuracy, it waild be impossible to vary the chopping
rate of the shutters to give an image precisely at UT1,+(r/c). The quantity r/c
is continuously changing as the satellite passes through the field of view.

The practical solution is to correct the posifion of an actual satellite image.
This may be done by calculating a rate of change per unit time (@', §') for the
satellite coordinates and multiplying it by the time interval (6t) required to bring
a recorded image to the time UT1,+ (r/c). This method has been derived in detail
in [Veis, 1960, p. 116]. Veis' formulation alone is not applicable to simultaneous
observations of passive satellites as it only updates the satellite coordinates to
what they should be at the observation time. What is required are the satellite
coordinates at the time the light was reflected from the satellite.

A formulation applicable here is

_ da -
Aa——dtﬁt o't
_ 46 — At
Aﬁ—dtﬁt §' 6t

where Ao and A§ are the corrections to an actual satellite image's coordinates.
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ot is any difference between tﬁe actual sfation clock epoch of observation and
the desired epoch at the station (UT1,+ (r/c)).

The simplest way to compute Aa and A§ is to first transform each station
clock time system into a common time system (such as UTI). This is done by
correcting the station clock time of observation by AT, now each recorded image
has an epoch of observation in this common time system. The simultaneous
observation epoch may also be selected in the same time system.

For example: assume UT1, is designated the epoch of the simultaneous obser-
vation, Light reflected from the satellite at this time will reach the observing
stations at time UTI1,+ (r/c). If the si- ultaneous observation is to occur, a
satellite image should be recorded at this instant. Suppose, at one station, the
camera shutter opened and an image was recorded at a time §t later (UT1,+(r/c)+

6t). The required corrections to the observed satellite coordinates would be

Ao
Ab

a' (-5t)
&' (-6t)

where 6t is applied with appropriate sign.

In practice, there is no need to transform the station clock time system to
the common time system by correcting the observation times. This correction
may be applied directly when computing 6t. Let UT1, be the desired observation
time at the satellite, UT1 be the desired observation time at the station (UT1 =
UTL1, +(r/c)), and T}, be the time, in the station clock time system, that an image

was actually recorded (shutter opening time). Then
UT1 = T + AT + 6t = UTL, + (r/c)

where all times are now referred to the UT1 time system. This may be rewritten
as

6t = UT1, + (r/c) - (T + AT) .

This method of correcting for station clock error and light travel time may
be applied in any coordinate system. Its use is not restricted to the equatorial

coordinates discussed here.
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The author is not aware of anyégéncy using these or Similar expressions
at ’ché present. However, the satellite directions derived in Chapfers 2 and 3 of
this report would have to be thus corrected to be used as simultaneo'us observations
in the geometric mode. For this reason, a brief investigation Was,undeftaken to
examine the expected accuracy of the corrections computed from the above equa-
tions.

The first step was to determine an ¢' and §' to use in the equations, It has

been postulated that these quantities can be obtained with suffici,eht accuracy from
the plate itself [Veis, 1960, p. 116; Mueller, 1964, p. 316]. The rates of change
of @ and § vary greatly across the plate, This raised the question of how long |
a time interval (dt) should be used to determine do/dt and d/dt. The interval
must be short enough to be sensitive to the rapid variations of the o' and §', yet
long enough to overcome the errors that may occur in individual satellite coordi-
nates. The best computational results were obtained with time intervals of 2%0.
A satellite image 130 prior to and another 150 beyond th‘e satellite image of interest
were used to calculate the rates of change. This exact interval énd spacing could
not always be duplicated due to missing iméges but it was approximated as closely
as possible.

A Ao and A§ were computed for the previously discussed satellites of Sets I
and II, plate 2559. The important fact to note is that thé o' and §' used in the
above expressions were computed from satellite images actually recorded on the |
plate. 6t was set equal to r/c which made the expressions analogous to Veis'
formulation. This was not necessary—any arbitrary time interval or intervals
could have been substituted.

The computed values of Ao and A6 were checked in the following manner.
The best available estimate of the satellite's true path across the plate was repre-
sented by the ESSA fifth-degree polynomials. They were directly correlated to
time through the image numbers. Two groups of fictitious satellite image coor-
dinates (x and y) were generated from the ESSA polynomials for plate 2559. One

group corresponded to the observation times UT1 of ‘the images of Sets I and II.
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A second group was generated for times UT1+(r/c). Both groups of x and y
coordinates were transformed into equatorial coordinates and a A'a and A™S
calculated as the differences between the two groups. These quantities should
have been accurate estimates of the changes in the satellite right ascension and
declination during the time interval r/c.

The experimental results are listed in Table 5.1. The columns labeled
o' and §' show the large magnitudes and rapid variation of these quantities
across the plate. The Ao and AS agree very closely with A'x and A6, The
conclusion was: 1If this correction were carefully and precisely computed from
the observed right ascensions and declinations, it would not introduce large

errors into the final satellite directions.
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IMAGE

42
58
126

179

211

296
382
415
469
534

549

Table 5.1

Computation of Satellite Coordinate Corrections
for Time Interval r/c

T

c o'(s/s)
.00720 -67.5224
00720 -69.4472

.00719 -75.3981

.00707 -78.9775
.00700 ~-82.1653
.00682 -88.0971

. 00666 -92.4538

. 00660 -93.4355
. 00651 -93.6911
.00646 -93.7629
.00646 ~-93.0100

Aof
-.486
-.505
-.546
-.568
-.580

-.605

- -.619

-.620

-.617

-.610

-.608

Aot 8'("/s)
.495  195.774
.500  186.871
.542  157.809
.558  131.127
.575  108.384
606  46.277
616 -24.629
617 -59.467
610 -111.192
.605  -166.099

.601 -184.104

Ao, A5 computed from actual satellite images

Aa, A'S computed from ESSA polynomials
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AG"

1.41

1.34

1.13

.93

.76

.32

-1.07

-1.19

a*s"
1.41
1.36
1.13

.90

.75

.32

-1.18



5.32 Fictitious Satellite Image Correction

" The satellite aberration and station clock corrections are greatly simpli-
fied when polynomials are fitted to the recorded images and fictitious satellite
images are interpolated from them. The correction for satellite aberration may
now be applied as a light travel'time correction.

The general procedure is to designate an epoch at the satellite in some
reference time system. The corresponding epoch in the station clock time system
may then be computed by applying the corrections for light travel time and station
clock error. This station clock epoch can be transformed into a satellite image
number, i.e., fictitious satellite image. The coordinates of this fictitious satel-
like image are then interpolated from the polynomial. Recall that the independent
variable of the curve fit is image nuinber; this is actually the station clock time
system expressed in a different manner.

The mathematical formulation expressing the general procedure can be
developed very simply. Let an arbitrary station clock epoch be represented by
T,. and its correction to UT1 be represented by AT, Then

T, + AT = UT1
or

T,, = UT1 - AT

8c

The satellite image number corresponding to the epoch T is computed from
IN = (T,,-T)x C

T, is a reference epoch in the station clock time systems; C is the number of
images recorded per unit time. T, is computed from the time (t,) that the first

satellite image is recorded by
Tr = tl - (1/0) .

The first satellite image recorded is not necessarily recorded by each observing
station. This formulation for the reference epoch simply means that the first
image will have the number 1 associated with it rather than 0. If T,.-T, is an

integer multiple of the chopping rate of the camera shutter (1/C), the shutters
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will be open and an actual satellite image recorded.

‘ A satellite image number corresponding to a specified' UT1 epoch is
IN = (UT1 -AT-T,) X C .

The satellite image represented by this number corresponds to the satellite
position at UT1, where UT1, = UT1 - (r/c). UT1, is the time the light left the
satellite and r/c is the light travel time. The expression may, therefore, be

rewritten as

IN = (UT1,+(r/c)-AT-T,) X C

This gives ‘the relationship between a designated simultaneous observation epoch
at the satellite (UT1, and the satellite images actually recorded on the photographic
plate. '

If the station clock time of the simultaneous observation is desired, it can
be computed from

T,, = UTL, + (r/c) - AT .

Given the image number corresponding to the simultaneous observation, the

equivalent station clock time may be computed from

IN
TBO = —C_. + Tl‘

The practical application of these formulas can best be shown through an
example. This is the method used to compute fictitious satellite images in this
study. This procedure is a simplification of the ESSA procedure as deduced
from their computational form. This form accompanied the data from the three
BC-4 plates. The data is taken from the first 90-image polynomial on plate 2559.

The formulation already described and used in this example is

IN

(T, - T,) xC
or

IN = (UT1,- AT + (t/c) - T,) x C .

101



M

()
3)
“)

®)
(6)
(M

@)

Select a simultaneous observation time (UT1,) at the

satellite. UT1, = 183050580000
Apply the station clock correction (AT). - .00980
2160.36725 _ '

Compute r/c. 300,000 .00720
Compute the observation time at the station (T, ) in the

station clock system. T, = UTI, —AT+(r/c) . 1 30 50.79740
The reference epoch (T,) for this event was -1 30 39.20000
The time elapsed since the reference epoch. T.-T, = 11.59740
C =5. 5 images are recorded per second. (Chopping

interval is 0%2.) - ' X5
The final fictitious satellite image number is 57.98700

The coordinates of this fictitious satellite image may now be interpolated from

the polynomial.
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6. CONCLUSIONS

Several precise satellite directions may be obtained from a BC-4 plate
on which a passive satellite is imaged. This can be accomplished in two ways.
(1) The satellite image trail from a photogrammetrically reduced plate
is divided into segments. A polynomial is fitted to each; from this
polynomial, a final satellite direction is interpolated.
(2) Astrometric reductions are accomplished within several small areas
of the plate. A curve is then fitted to the right ascensions and decli-
nations of the satellite images within this small plate area. A final

satellite direction is interpolated from the curve.

The astrometric reduction (projective equations model) when applied to a
small plate area will give individual satellite directions very similar to those
determined photogrammetrically. In this study, the only pre-reduction correc-
tions applied were to the stellar coordinates and were for refraction and diurnal
aberration. More realistically, some camera lens distortion parameters should
be nearly constant and could be determined. Iﬁ practice, the plate coordinates
would be corrected for the known lens distortions before the reduction, and even
better results would be expected from the projective equations. ‘

The projective equations, as used here, sometimes suffered from a weak
determination of the parameters. In some cases there were only 0.5 degrees of
freedom per unknown parameter. Furthermore, the star distribution within the
plate area was not uniform in all cases. These two deficiencies could be corrected
by altering the pre- and post-calibration program to produce more star images, by
using more than one image per star trail or by placing particular emphasis on
measuring and identifying sufficient and well distributed stars within the area of
interest.

Any single satellite image, no matter how carefully reduced, can still be

affected by large random errors. These random errors are more influential in
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short focal length cameras, but still impose significant limits on the expected
accufacies in cameras with longer focal lengths. Through a curve fitting pro-
cedure, the random errors of an individual satellite direction can be suppressed
to a level where the systematic errors probably dominate. At the present, only
a passive satellite can provide the number of observations required to fully
exploit this technique.
| On each plate, the precision estimates (o4, 0Oy) of the satellite directions
derived from the several polynomials compared favorably to the oy, o, for a
satellite direction from a single polynomial. This can be illustrated simply,
if not rigorously, by computing the precision of the mean of the five satellite
directions from plate 2559 and comparing it to the precision of the single direc-
tion computed by ESSA. This is not rigorous in that the correlation between the
several satellite directions was not determined.

The mean value is a linear function of the type [ Hogg and Craig, 1965,
p. 1487. |

Y =

=M

ky X

where k, is equal to 1/5 in this case. The variance estimate of the mean takes
the form

5
0° = Zl}k?;c?+ 2222331519;5010; ‘

where p is the correlation coefficient between the several satellite directions.
The variance estimates of the x and y coordinates were computed. Assuming
the correlation to be 1 (an unrealistically high estimate), the standard deviations
(in pm) of the mean x and y coordinates were approximately 0.32 and 0.31
respectively. Assuming a correlation of 0.3, the standard deviations would about
equal those given by ESSA for their single satellite directions (near 0.22 ym for
both coordinates).

In the case of the astrometric reduction, where the correlation should
approach zero, the standard deviation estimates of a mean right ascension and
declination (in um at plate scale) were approximately‘o.ﬂ and 0.18 respectively.

These figures only illustrate that it is not mandatory to suffer a loss of overall
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pi‘ecision.fr_om the shorter polynomials. Of more importance is the accuracy,
the number, and the geometry of the additional satellite directions made available.

The experimental results have led to the following recommendations.

(a) That shorter image trails and lower degree polynomials be considered
for use with ballistic camera (BC-4) observational data. This would
result in additional observations per plate.

(b) That the theory and limitations of polynomial fitting be recognized in
any such program and a continuing evaluation of the polynomials be

made using established statistical methods.

No specific recommendations have been made in the area of the photo-
grammetric vs. the astrometric plate reduction technique. It has been demon~
strated that the astrometric reduction usually yields satellite coordinates very
close to the photogrammetric, but it must be assumed that the latter are the
- more accurate, o ' |

To offset the loss of accuracy, the astrometric reduction is simpler and
faster, requires fewer plate measurements, and provides the opportunity for
additional observations per plate. Furthermore, plates that would be unusable
for a photogrammetric reduction, due to partial cloud cover, etc. might yield
one or two completely reliable sets of astrometrically derived coordinates. In
any particular project, the final accuracies desired, the \time and resources
available, and certainly the cameras arnd associated equipment should determine

the reduction technique to be used.
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